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WORD SPOTTING - QUERY BY EXAMPLE

Word Spotting by Example can be conceived as the task of identifying locations on a
document image which have high probability to correspond to an instance of a
queried word-image, without explicitly recognizing it.

Segmentation-based Segmentation-free

Fundamental difference concerns the search space which could be either a set
of segmented word images (segmentation-based approach) or the complete
document image (segmentation-free approach)

The selection of the segmentation-based strategy is preferred when the layout
is simple enough to correctly segment the words while the segmentation-
free strategy performs better when there is considerable degradation on the
document



SEGMENTATION-BASED VS. SEGMENTATION-FREE

Segmentation-based: Segmentation-free:

Suggested: Suggested:

= the layout is simple enough to correctly = there is considerable degradation on the
segment the words document

Advantages: Advantages:

= Improved word-spotting effectiveness = Good handling of complex document layouts

(when the layout is simple) = Ability to match partial words or phrases

* Fastretrieval times = It can locate not only words but also symbols.

Disadvantages: Disadvantages:

= Cannot handle degraded or complicated » memory and computational power
documents requirements

= Detect only words



DUTH KEYWORD SPOTTING FRAMEWORK

= The focus of the work is about minimizing memory and computational power
requirements in a segmentation-free context which it would enable us to search in
large document collections

= Does not need any training data
= It provides consistency between different handwritten writing variations.

= Use of the same operational pipeline in both segmentation-based and
segmentation-free scenarios (segmented word images (segmentation-based
approach) or the complete document image (segmentation-free approach))
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DOCUMENT-ORIENTED LOCAL FEATURES”

= Use of local features that takes into consideration the handwritten documents
particularities. Therefore, it is able to detect meaningful points of the characters
that reside in the documents independently of its scaling.

= It provides some consistency between different handwritten writing variations.
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* K. Zagoris, |. Pratikakis and B. Gatos, "Unsupervised Word Spotting in Historical
Handwritten Document Images Using Document-Oriented Local Features," in IEEE
Transactions on Image Processing, vol. 26, no. 8, pp. 4032-4041, Aug. 2017



KEYPOINT DETECTION
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DESCRIPTOR CREATION
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MEMORY AND STORAGE STRUCTURES AND THEIR

RELATIONSHIPS

OFFLINE STEP FOR POPULATING STRUCTURES - ONLINE STEP FOR USING THE STRUCTURES

Memory Invert File Structure

Quantization 1

/ Descriptor ID

m.

Descriptors Storage

Descriptor ID

X 2 B?tes
|

|
Y 2 Bytes
L

\ \
Doc ID 4 By‘/tes

I
Descriptor | 64 Bytes
, \

h(x,y,Doc ID) = d * A +

Spatial Hash Structure

Descriptor ID
Hash ID / P

Spatial Hash Function

y* A+ xXwhere A > Xpay & A > Ymax



RETRIEVAL PROCEDURE
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Spatial Nearest Neighbor Search




SPATIAL NEAREST NEIGHBOR

SEARCH

?Efzc,)) Przed - /érz/f % /ZW’" T "a ) Orecd: /444«7/ / /“"’ 7"%‘?; |W9 / 222 / / X7
Z 7. /,/;,,.,., 72 /N W <L, s S f e - sy ./, /4,,., o o ne
i @/zw ) ,ztfy‘,lzﬂ 17 @,z Otime ) oﬂ%/ W /&)/w E 4/1%




DUTH KEYWORD SPOTTING DEMONSTRATOR

The KeyWord Spotting Demonstrator supports the following main tasks:
= Creation (Indexing) of new Datasets
= User interactive word image query selection

= Presentation of the spotted words

Moreover, the communication between the front-end and the back-end is defined by
a REST API which is freely available at:

https://github.com/transkribus/DUTH/WSBackend-API



DUTH KEYWORD SPOTTING DEMONSTRATOR

In order to showcase the above segmentation-free word spotting method, a web word-spotting
application was created.

It is based on Angular 5 and Material Design for the front-end (GUI) and the back-end is created by the
C#/.NET Core framework.

The DUTH Keyowrd Spotting Demonstrator is available at:
http://orpheus.ee.duth.gr/word-spotting-demonstrator/
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EXPERIMENTAL RESULTS

= English, German, Finnish Dataset

= The punctuation marks and capitals are considered in the ground
truth corpora.

= Queries is every word with length greater than 3 and frequency
greater than 2.

= English Dataset Queries (4790 words)
= German Dataset Queries (7119 words)

= Finnish Dataset Queries (5731 words)
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ENGLISH DATASET

= 109 Pages
= 15 923 words
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FINNISH DATASET

= 56 Double Pages

= Many transcription
errors (non-existing
words).

= Corrections are
needed.




EXPERIMENTAL RESULTS FOR SEGMENTATION-FREE EVALUATION

T T T
_ P@5 MAP P@5 MAP P@5 MAP
0.35 0.22 0.59 0.42 0.58 0.43
m 0.35 0.22 0.57 0.38 0.56 0.39

TIME, MEMORY AND STORAGE REQUIREMENTS FOR SECMENTATION-FREE SCENARIO

Memory Storage
requirement per requirement per
Query (sec) Document (KB) Document (KB)

Method Retrieval Time per

Original [ZAG2017]

Current

[ZAG2017] K. Zagoris, I. Pratikakis and B. Gatos, "Unsupervised Word Spotting in Historical Handwritten Document Images
Using Document-Oriented Local Features," in IEEE Transactions on Image Processing, vol. 26, no. 8, pp. 4032-
4041, Aug. 2017



COMPARATIVE EVALURTION RESULTS FOR BIG
DATASETS FOR SEGMENTATION-FREE SCENARIO

Dataset Retrieval Time per Overall Memory Overall Storage
(Documents) Query (sec) requirement (IVIB) requirement (IVIB)

m 0.89 213 2693
50000 1.1 448 5843

The results reveal that the retrieval time per query is increased in a non-
linear manner so that make search feasible in terms of time consumption for
large scale datasets.
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