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Agenda

• Keyword Spotting
• Sharing models
• Transkribus Web



Keyword spotting



Transcription vs. searching

• Transcription
• In order to get good transcriptions in an automated way you need a lot of training 

data
• Especially for large collections this might be a challenge – thousands of pages will be 

necessary
• Searching

• Is it necessary to have a transcription of the text to be able to perform good search 
results?

• Keyword spotting
• Is a method to be able to search a collection without using the automated 

transcription of the text
• Magic?
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Application = Recognition
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Recognition
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Recognition
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“Transcription”
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“Keyword spotting”

?
0,1   =    BIRD

0,7   =    CAT

0,6   =    DOG

This image appears in my result list since the confidence
value is higher than 0,5 (but the transcription would be wrong)



Keyword Spotting 

• Like for CAT, DOG, BIRD for every character in the alphabet a 
confidence is computed, with which the neural network states, that a 
character appears at a specific spot of the image

• Transcription
= the characters with the highest confidence

• Keyword Spotting
= the search string which is above a given confidence value



Implementation in Transkribus

• All documents recognized in Transkribus are stored with a confidence matrix
• Method 1 – University Rostock – CITlab Team

• Search is performed directly on the confidence matrix
• Is therefore available directly after the recognition process
• All data can be exploited, e.g. search with regular expressions
• Fast for small collections, but relatively slow compared for large collections – implemented as a 

job
• Produktive version since late 2017

• Method 2 – Technical University Valencia – PRHLT Team
• Based on the confidence matrix an index is generated. Based on n-grams of characters, not words
• Index reduces the amount of possible options
• This index can be fed into a standard full-text engine such as Lucine/Solr
• Quick response time
• Con: Some loss of information
• Demoversion in Transkribus implemented









DEMO



Sharing HTR models



Model training

• Currently available for users who have written us an email
• Extremely nice and easy feature
• Hundreds of meaningful models were trained so far
• At the heart of Transkribus

• Share models (not necessarily the documents) with other users

• How to?



Considerations

• Some metadata needed
• Language
• Time of writing
• Script (printed/handwritten, writing style,…)
• Place where it was written
• OBIG.de database of scripts
• Description of documents used for training

• However
• More important is it that other users who want to reuse a model have examples of the 

documents available
• Sharing

• Either the complete document (but this might be work in progress, the document not belong 
to the user, etc…)

• Or just a few lines
• Credits





Random lines – approved by user who wants 
to share



Under consideration

• User feeds some lines with ground truth to Transkribus
• User selects some metadata, such as language and period
• Transkribus runs these lines against all available models
• A chart is provided with the best models



Webinterface



Main idea is to be able to involve users into transcription projects 
without the need that they learn to work with the expert client











Thank you a lot for your attention!

More information

https://read.transkribus.eu/

https://transkribus.eu/

https://scantent.cvl.tuwien.ac.at/en/

This project has received funding from the European Union’s
Horizon 2020 research and innovation programme under
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https://read.transkribus.eu/
https://transkribus.eu/
https://scriptnet.iit.demokritos.gr/competitions/
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