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Executive Summary 

This deliverable report on the achievements concerning the tasks of document image binari-
zation at the end of the second year of the READ project. This year DUTH concentrated on 
increasing the accuracy of previous binarization algorithm (M12 deliverable). 

 

1. DUTH Framework 
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Figure 1: Architecture Diagram of the M24 Binarization method 

 

During the second year, major modifications were applied to the M12 Binarization (D6.1) 
method in order to create the M24 Binarization method. Figure 1 shows its architectural struc-
ture.   



Briefly, these changes are as follows: 

1. New inpainting method for the creation of normalized image. [BER2001] 
2. New approach to the stroke width calculation using morphological operations 
3. New filtering step based on the dilated image of the original image to reduce false 

positive connected components 
4. New machine learning-based filtering step taking into account texture information for 

further noise removal. 
5. Removal of the combination stage Otsu-Niblack appearing in method M12 

Moreover, some characteristics of the enhancement technique are incorporated into the bi-
narization algorithm therefore it is unnecessary to use it. 

Figure 2 shows some specific problems that were solved using the DUTH M24 Binarization 
method.  

In our comparative study, we have considered a binarization method which was developed in 
the frame of “tranScriptorium” project that is based on the method of Ntirogiannis et al. 
[NTI2014] adapted to handwritten document images. This method was also used in the eval-
uation performed during Y1 of the project (see previous year’s deliverable D6.1). This algo-
rithm is presented in three variations, denoted as ‘NCSR – method (i)-(iii)’, respectively. 

Table 1 shows the evaluation results using the datasets from the ICFHR2016 Handwritten Doc-
ument Image Binarization Contest (H-DIBCO 2016) [PRA2016] and ICDAR2017 Competition on 
Document Image Binarization (DIBCO 2017) [PRA2017]. Also, the performance of the first 
ranked method in these competitions is also presented, denoted as ‘#1 Competition Method’. 

The DUTH M12 method although performed very well on H-DIBCO2016 dataset, it did not 
achieve similar performance on DIBCO2017 dataset.  This is because it cannot handle very well 
the bleed-through characters. Unfortunately, the distinction between faint characters that 
should be preserved and bleed-through characters that should be omitted is a very difficult 
and in some cases near impossible task. The DUTH M24 method tries to solve this problem by 
applying a filtering step in which a HOG-based SVM classifier is used to make a distinction 
between faint and bleed-through characters. This resulted in a balanced performance for H-
DIBCO 2016 dataset between the top achievements of the DUTH and NCSR approaches and 
resulted in the top performance of DUTH M24 approach for DIBCO 2017 dataset compared to 
all other approaches produced in READ. At Table 1, it is also shown the results of the first 
ranked algorithm for DIBCO 2017 competition which achieves the best performance. It should 
be mentioned that this top ranked approach relies upon deep learning models which is the 
motivation for incorporating the use of these type of models in our plans for the Y3 of the 
project. 

The DUTH M24 binarization method is developed in C++11 and is available at github under 
LGPL-3.0: 

https://github.com/Transkribus/VCG-DUTH-ImageBinarizationTool 

 

  

https://github.com/Transkribus/VCG-DUTH-ImageBinarizationTool


Table 1: Quantitative performance evaluation of M12 and M24 document image binarization methods for H-

DIBCO2016 and DIBCO2017 datasets. 

 H-DIBCO2016 DIBCO2017 

Framework FM pseudo
-FM 

PSNR DRD FM pseudo
-FM 

PSNR DRD 

DUTH M12 90.62 90.95 19.04 3.86 83.80 84.04 15.52 8.52 

DUTH M12 
(/w enhancement) 

86.64 91.39 17.67 4.67 82.44 88.30 15.17 712 

DUTH M24 88.81 91.62 18.27 4.47 85.2 87.49 16.37 5.32 

NCSR – method (i) 88.67 87.61 18.42 5.80 79.27 77.64 14.03 13.51 

NCSR – method (ii) 90.84 89.79 19.31 4.00 82.94 81.23  15.18 9.81  

NCSR – method (iii) 84.40 83.49 16.52 9.29 76.7 75.17  13.15 15.73 

#1 Competition 
Method 

87.61 91.28 18.11 5.21 91.04 92.86 18.28 3.40 

 

   

   

   

   

Original M12 M24 

Figure 2: Example results that show qualitative differences between M12 and M24 algorithm  
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