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1 Executive Summary
Due to the presence of structured documents in archives (forms, tables) task 6.3 analyzis
tables and forms. The line information as well as the basic layout will be used for form
classification and matching, resulting in the layout definition of the current form docu-
ment. This information will be used to extract pre-printed and filled-in data, since the
syntactical knowledge allows to extract the semantic information of forms. Previously
published work uses the shape context of the line information to assign document images
to certain templates. The methodology has been published in Kleber et al. [1]. Since
the proposed approach uses only the line information the classification can have errors
for similar form types and additionally the result provides no information about the
alignment of the template to the classified document. Thus, a combined approach using
line information and the basic layout will be developed within T6.3. It will be one tool
that can be applied to one entire image (a form document or a single table document).
The first version will align a document image to a specified template (the template is
selected by the user). The second version of the tool will automatically select the corre-
sponding template. Thus, a classification of the document type will be developed. The
task of table detection/analysis within a document is done in T6.5 Document Under-
standing. The input is a page xml defining the table/form structure and the output is
the alignment of the template to the current document image. The module is part of
the CVL READ Framework. It is Open Source under LGPLv3 and available at github:
https://github.com/TUWien/ReadFramework.

2 Form/Table Data and GT Definition
To allow the definition of the GT for document images containing forms/tables, the
form/table structure must be specified. CVL and XRCE have defined the GT require-
ments/specification for form and table analysis (including requirements for document
understanding tasks). Thus, rows, columns, single cells and the information of preprinted
text in headers together with the line (cell border) information is marked as GT. The
GT is stored in PAGE XMLs and UIBK has developed a form/table editor for the Tran-
skribus software (see D4.1). Figure 1 shows an image of the form/table editor together
with the GT information of a sample page. The form/table editor allows the creation of
datasets together with their corresponding GT (see D4.1 for a description of the editor).

The requirements of the GT specification is also based on [2] and available datasets
like NIST Structured Forms Reference Set of Binary Images1 and UW3 and UNLV2. In
D6.8 a dataset of form and table documents will be selected from different collections
and the GT will be created using the table editor. The user interface allows to define
the tabular structure of a document, including the labeling of the header information.

1see http://www.nist.gov/srd/nistsd2.cfm
2see http://www.iapr-tc11.org/mediawiki/index.php/Table_Ground_Truth_for_the_UW3_and_

UNLV_datasets
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Figure 1: Table Editor of the Transkribus Software (see D4.1)

3 Methodology
In the following Sections the current implementation of the form/table analysis is pre-
sented. Furthermore, the planned future work for D6.8 and D6.9 is presented. The
previous form classification presented in Kleber et al. [1] has an overall accuracy of
87.11% for 8 different form templates (see [1]). It can be seen that a higher amount of
form types will lead to a lower classification rate. Thus, a combined approach will be
developed within D6.7-D6.9.

3.1 Document Matching based on Line Information
To be able to align tables/forms based on line models a method based on Beveridge
and Riseman has been developed [3]. The previous approach (Kleber et al. [4]) extracts
lines from a binary image. The line detection in [1] is based on Zheng et al. [5] and also
described in Diem et al. [4]. The matching uses the line model of a template (defined
with the table editor) and calculates a similarity based on minimizing the perpendicular
distance (see [3]) of all lines. Compared to general line models, only horizontal and
vertical lines are used to reduce the search. The matching approach is similar to Chamfer
matching and the similarity value states how well all lines are aligned and correctly
matched. The proposed approach allows also a slight misalignments between the line
template and current model. This is necessary, since in manually drawn forms, the
height of rows can vary dependent on the cell contents (see also Figure 2).

Figure 2 shows two form documents of the same form class (left and middle image).
The left image is the form template and the line model is shown in green. The middle
image is a different form document of the same class and the line model is shown in
blue. The aligned image (right side) shows the line model (red and green lines) of the
document image, aligned to the template using the proposed methodology.
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3.2 Future Work

Figure 2: Example of the Form Matching based on a line model. The first image shows
the detected lines of the template (green), the second image shows the detected
lines of the form image to align (blue), and the last image shows the aligned
horizontal and vertical lines of the template to the new document image.

3.2 Future Work
To avoid a binarization of the image and the resulting problems, a line detector using
the gradient information of gray value images will be used. Thus, a state of the art line
detection based on von Gioi [6] will be implemented in the READ framework for D6.8.
Furthermore, the basic layout information (and also text classified in preprinted and
handwritten) based on Task 6.2 will be used for an enhanced alignment of forms/tables.
An evaluation of the implemented form analysis will be done on the planned table
dataset. Furthermore, an interface to the Transkribus Software will be realised in D6.9.
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